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(57) ABSTRACT

Systems and methods are disclosed for determining three
dimensional (3D) shape by capturing with a camera a plural-
ity of images of an object in differential motion; derive a
general relation that relates spatial and temporal image
derivatives to BRDF derivatives; exploiting rank deficiency to
eliminate BRDF terms and recover depth or normal for direc-
tional lighting; and using depth-normal-BRDF relation to
recover depth or normal for unknown arbitrary lightings.

20 Claims, 11 Drawing Sheets

Camera  Object Light Images + feature tracks

L . Sparse
o2 3D points
» — Relative

. camera

Object poses

motion (“,b t])

{1]0]

. 5 ; N P . 100
lmage formation depends on BRDF: {ig, 2} = oixisin. x} ALY
Relate image derivatives to BRDF derivatives: =y Uy b o1 e where £ = log(h)

Depih-normal relation in image sequence: gt 4§ =
Exploit rank deficiency to eliminate BRDF terms [} Use form of depth-normal-BRDP selation to - {(12
and recover depth {and nommals) recover depth (and normals)
for dwrectional liphung for unknown arbatrary lebting
20 200 G ] - -
i . 40 iy
Colocated Device Unknown Lfnkno\w.) §
vlocated Device Directionat Light Arbitrary Light Arca Light Depth Sensor
/ \ [nput
L B e e I L o it B F i I M
I e

¥ ORI 203
o P i, t S
; Porspective |

: aphic
¢ Orthographic §

*ocanera *or o camlera @
nnnnnnnnnnnnnnnnnn

% G
+ Orthographic
k) camera

; Gzl
e

L

H

1]

4

( Depth ‘,) ( Dcplh+Nmmals)

{ Depth 3 Depth + Normals ¥ { Depth 3 Depth + Normals )

( Depth )( Depth + Normals)




US 9,336,600 B2

Sheet 1 of 11

May 10, 2016

U.S. Patent

194

(sreamoN + pdoq y{ pdeq ) (spuoN + wdod 3 pdag ) {(sjewoN + mddg 3¢ wddq )

{spaon +wpdog 3 mdeg )

ndug
Joswog mdogg

tHE Gy

W3 ey

;oewowmo ! eowed 2

. H - H
w aanoadsig | quQQuEEON
2 L9 o iae :
O T

ST Areniqiy
MO

M FIETHT SR M vISWRD S
+ 0ATp0adsing W “uiaﬁmoztow
B o

s L0t : z
RN L i |

14817 1evondANg
UMOUU[}

W me e me ome M e

H vRumwd

: aanoadsiag
i 700

L L.

N

o oo owe 8

{67

AOIAS(T PIIROOIO])

B o W e W e W se W

s BIOWBD ¢
H Ty 3
; orgdesdogug |
LIRLTY ¢

Fouwomeoww omeowe uwowe ud

A

101

BUYSY (BUCE
{stemzon pue) Rdap 13400031 pue
STUIOL J(YE 29RUIUI 0 AUSE0op yurr jodxy

T TG T i T S (T T
{(syeurrou pue) yilep 1040021
TOT 01 uoneRy Jayug-ruaou-pdop Jo unoy asny

133 10}

{1)3o1

= J 21ayMm

T 37 A s0ARALID (I O SoAne

i :3ouonbas afeun ur voneel erou-gidacy

= {3ty L J(ng vo spuadap uonewaro) adew|

ALIOP oFewr o1e[ay

{13 M)
sasod
BIOUIRD
EINS AN |
\—v
syod (g
asredg

All-l

(o i1l

UOoTIowW
190040

D

SoRI} 2IRILJ + sofewi]

.

Eliriigt 193190

ISR




US 9,336,600 B2

Sheet 2 of 11

May 10, 2016

U.S. Patent

Z'Old

pjey uonow
2
(180 =g 24oyr | m (0Bo| Uy x U) =g + 11 5"y

A31007oA Je[ndue
Y

TUOTIRIAT 0AI0]S [BIURISNI(T

"0paqje SoreUIUII|d SUiLeSo] Subyey,
"0J9Z S1 9ARRALIDP Jeneds J(yg os uelsip Sunysry
"0JOZ ST DATJBALIOP [£10) SII OS “Q0RJINS UO OISULUL 0Paq[V

WQ ixdﬁhmb u:+\.,>\+c£”@Emi,ﬁ:m%w
op P o )
AdQdd_  opaqie
N\, A

(X ‘U)o = (3°N)/ 3 swn e uoneIc] oFew]

A0 [BRUs 01 Osasih (PRRIa (]

od ofew (4 ‘n) =n
jrod 122[qo 1 (z ‘A x) = X
YI3ud| 1820 1

TUONOAIIP SUIMIIA : A
UO1100IP Y1 & S
[ewIou 3deNS : U
UOLEION

001 SUOLB[Y 09101S [ENUAISHI(]




US 9,336,600 B2

Sheet 3 of 11

May 10, 2016

U.S. Patent

asusnhas o8eun ssoin

SUOHE[AI JUSIDYAP-YuRY

€ 'Ol4
(BunyB8Yy pue) JE ALUNLI? 0] PISH 3q ted AJUINAP Jue Siy |
"JUIOAP UL ST SATRLI JUALHIP WOl [ °b ‘d] SMOI YIIM XIIRIN
" Imier — Ty = d St Jo o] ‘ased I U
s v = by RHGHARIVEN AN
[BHUSIIHP JO W]
T
mz?\ - 8ng — 2] B -+ nEY - angim — -%:ﬁ S T
. I A : ploL Bonojy
(x84 fung - 1) mw M + aker — angha — ngen i+ L+ fma-
viawed aanadsiag I3URD O1YC mm@ﬁ i0)

.




US 9,336,600 B2

Sheet 4 of 11

May 10, 2016

U.S. Patent

¥ 'Ol
(BunyS| umowyun Aleniqie pup J(Tg ALUIWID 0) PAsn 3q ULd JUIRHSUOI SIY |
= & SR Joype U]
gE{pd p o oo by HOIR]A) 031938

[PIURIGIP JO Ui

bo{zlm — trag - ) + n8m - angten - A ST E
A N =3 I S B ; POt LoUop
Eo(2tm e fng - 1) T} + atm — angtm - ngfion LA B
L \ I ) ‘
PIARD 241030818 ] exaured argdesdoquy

%
s

3uisn)

X &

OTRIal Ty g-Temion-ipdap 10 wuo] oY)

L




US 9,336,600 B2

Sheet 5 of 11

May 10, 2016

U.S. Patent

S 'O

dawu yep
pepnIBUooey (0)  woezipiu| (Q)

!

dau yep

Uy punoo @)

‘w)qoad uoyeziwndo

Jeautjuou v se yydap 10§ 2a]0S (1)

J(1d Teaurjisenb oty oznarosi(] (1)
T POYIBIN

yydop asuop

I2A0001 0} S2AIND A3} djejodiojuy (1)
"SONSTIAIORIBYD JO

PoYyIt SUISN SOAIND [IAJ] JOA0DY (1)

-1 POYISIN
SPOUIOA HOTDLISHO0D Y

q01d c
IeuIpIsEnd) ZN +EY - W
snoawoSomnyy | L2V MW 2

saBewy axow J0 7
SSOIOE A0UDLAIOp
Fmsn Qe ruimgy
sdoys Ay

yues

uonow

b = (wp)m + (p)m - z(m"g - Mm"3)

19910

330,

wwonenbs suo “ofewt yoe
(s ,u)(dbol) =i
(tum —wnp =m (PBolYaxu) = g+, 3"

A

THOHRIST 0215 [RPUUSISLIW]
Am . CvQ Sunydi pxueovjos Yy sdonosy
Fupepoy
107 vrowe)y swydeidoy(y + Suny3iy paresojoe)y wiolg yide(




9 'Ol4

‘(2) pue (1) Bursn weqoid woneziuydo
Ieautjuou e se yidap 10y 9a10G (1)

US 9,336,600 B2

Sheet 6 of 11

May 10, 2016

U.S. Patent

(2) a4 resurpisenb ot az121981(] (1)

-¢ POUIS N

"SOANBALIOP adap 0} sjeuiIou
Suredwos Aq qdap sugay (1)

(7) ubo Suisn sjpwrrou urensuo)) (1)

(1) uba woiy yydop 104003y (1)

'l POyIR

SPOUIRN VONOIESHO0aY

(s, u),(0bo)) =ni . ﬂ/
(eum —'um)o = m (@Boj Y4 xu) )7 .
{sBewr yod ouo) wonwvsI 091315 [EUUSINIT

01 b e (SOTBUI JIOW IO ¢
smoumpsend) () EN AN - w SSOL0E AOUBIOLOp Yuel
snoatefouiogy zZey + by )z Smsn JQNg BeURUY
T n ot E e uonouwt
zg +1)0y =z sdoig A .
(1) (g +1)ov¢ A% ] ol

1alg0

(s-u)d BunySy pajeaoioo g ddonos] rIdWER))
Surepow
707 eIaure)y 2an0adsiog + 3unysiy paenojo)y wo ydag




US 9,336,600 B2

Sheet 7 of 11

May 10, 2016

U.S. Patent

L5

daw yidep
peNIBUICCRR (0)  LoIEZIRnU| ()

dew yxsp
U puo (@)
: ‘wa{qoid uoneziundo

Jeauijuou e se pdap Jog aaj0S (11)
qd +esupsenb oy dzijaaosiq (1)

¢ POy

‘yidop asuap
IQA0221 03 $0AIND [2A] dyejodioguy (11)
"$O1ISLIRIORIBYD JO
POy TUISN SIAIND [9A3] 10A003Y (1)
-1 POIdN
SPOHIo W HONORISU00aY

q(ld teampsend) snosuofowoyuy

:SaFRUI < U1 ADUSIOLOp

0 = YA + 2(zPy +Ey) + *Z(Z%y + ty)

sues Suisn Funysy
pue J(dd ey

sdojg Ao | uonow

Anu)e (s ue sl

(4Bone
m L?Q +8P) x U] =

(#80De 1

m (dBo]Y 2 xu) =13+ I 4 onioys jenucropiq

Junyd -

(Apus W4 =0 paxy yaug sidonosy

=g pe = = DaBYM

109lq0

uoneel

RISIURD Ewmq 192[q0 eioWIR)

durapow

e BIowe)) ordriSoni() + FunySry [RUONOdN(Y umowu] wold Ydag

L




US 9,336,600 B2

Sheet 8 of 11

May 10, 2016

U.S. Patent

8 'Bid

() pue (1) Suisn wojqoid vonezrundo
Jeaurjuou e se yydap 1oy aa]0g (1)
(7) 4ad reauijisenb oy 9721951 (1)

-C POyIeN

"SOARIBALIDD 3dop 01 s[ewIon
Surredwod Aq yidap auigay (1)

() uba Suisn s{ewIoy UrEnsUO)) (1)

(1) ubos woxy Ydop 104009y (1)
-1 POUISIN
BPOUIIA BONONISUODTY

(14 Teeusendy
snosusFouioyyy

(2) | 0 = YA + f=2(zvy + V) + %2(z2y + ty)
(1) (@g +1)% =z

1SaB VL p< 550738 AOUIIDLLAP NUed
Sursn Sunysy pue JCMy STeunufy

sdarg Aoy

e o 6.uels] |
(460))e |Qucm:mo_vm , =P b4 Awuivg . ANuin

m (g +so)xul= ¥ "

{o3van god ano)
m (OBo1¥1 x u)

_ UOHBIOI 02101$ [RIUIIICT
(A,u s Pcv.g = (u)d Banydy + wiowes paxyy ST oidonosy
- Smopop

uojow
193[q0

e BIOWRD) 9ATI0adSI0d + SunySIy feuondad(] umowyuny wory ydag




US 9,336,600 B2

Sheet 9 of 11

May 10, 2016

U.S. Patent

6 'Sid

dauw ydep

daw yyep

PeUBLODSY (0) WIRzZIpnu| (@) Yy punor) @)

‘wopqoid vonezrundo

Teourjuou e se yidop 10J oA[og (11)

H(d tesulpisenb ayy 0z1010si(q (1)
1T POUIOIN

‘Yadop asuap

JOAODAT 01 SOAIND {0A9] dejodiout (11)
"SONISLIdIOLIRYD JO

poIows JUIsn SAIND [QAJ[ 124009y (1)

-1 POUISIN
SPOIDIA BOBORISIINDTY

J(}4 Jeeuseng) snoousBowoyu]

sefeun ¢« W £5usdysp

0 = YA +%2(zvy + €y) + *2(z%y +

Ly)

sjuea Swsn SanySy

t

p=x.u8

t

N SR TN Foee

P

et

e g seununyg

uoouwt
192[qO

[ “d] smor gpis e aq ¢ 3197

sdoyg Aoy

Ewﬁ 100 .EO Smm:mu

e eIowe) swydesBoyQ) + FunysSiy Arenigly usowun wor] ydag




US 9,336,600 B2

Sheet 10 of 11

May 10, 2016

U.S. Patent

01 94

"JJqRA[OS APURIOIYD
‘wio)sAs Jeaur] aszeds ATy (11)

{85 o Puln b Fulahy b {05 o) mum

& 2 3 g

WSISAS pauIquuod 3y} aajos (1)
7 POYISIN

([*z *z}urrou
I ssautjjoows 10} azuemday (1)
1 =z Guisn Apoonp ydop 104000y (1)

1 poyIey

SPOUIDIA UOTIONISUONOY

I83TBWI ¢« UL ADUSIDYAp

AL = 3 SMOXYIM XIRW g g 19T

Ul Fuisn FunySiy
pur J(1yd swuiiigy
uonow

193[q0

,Ewﬁ 103[q0 eiowe)

o~

sdorg Aoy

09

piawie) aanoadsiod +

Fuydry Aeaqay usousuy wolg ydsQg




U.S. Patent May 10, 2016 Sheet 11 of 11 US 9,336,600 B2

ROM

CPU
RAM

BUS

INPUT/OUTPUT

FIG. 11



US 9,336,600 B2

1
SHAPE FROM MOTION FOR UNKNOWN,
ARBITRARY LIGHTING AND
REFLECTANCE

This application is a utility conversion and claims priority
to Provisional Application Ser. 61/725,728 filed Nov. 13,
2012, the content of which is incorporated by reference.

BACKGROUND

The present invention relates to 3D shape modeling.

An open problem in computer vision since early works on
optical flow has been to determine the shape of an object with
unknown reflectance undergoing differential motion, when
observed by a static camera under unknown illumination.

Shape from differential motion is solved under the
umbrella of optical flow methods. They rely on brightness
constancy assumptions, such as assuming that the local
brightness of an image point does not change with variation in
lighting and viewing configuration (which is obviously incor-
rect from a physical point of view). Shape reconstruction
methods that account for this variation in brightness attempt
to model the image formation as a diffuse reflection, which is
inaccurate for most real-world objects.

SUMMARY

Systems and methods are disclosed for determining three
dimensional (3D) shape by capturing with a camera a plural-
ity of images of an object in differential motion; derive a
general relation that relates spatial and temporal image
derivatives to BRDF derivatives; exploiting rank deficiency to
eliminate BRDF terms and recover depth or normal for direc-
tional lighting; and using depth-normal-BRDF relation to
recover depth or normal for unknown arbitrary lightings.

The above system solves the fundamental computer vision
problem of determining shape from small (differential)
motion of an object with an unknown surface reflectance. In
the general case, reflectance is an arbitrary function of surface
orientation, camera and lighting (henceforth called the bidi-
rectional reflectance distribution function, or the BRDF). The
system can handle several camera and illumination condi-
tions:

(a) Unknown arbitrary lighting, unknown general reflectance

(1) Orthographic projection

(ii) Perspective projection
(b) Unknown directional lighting, unknown general reflec-

tance

(1) Orthographic projection

(ii) Perspective projection
(c) Colocated lighting

(1) Orthographic projection

(ii) Perspective projection
(d) Area lighting
(e) RGB+Depth sensor
The system can model the dependence of image formation on
the bidirectional reflectance distribution function (BRDF)
and illumination, to derive a physically valid differential flow
relation. Even when the BRDF and illumination are
unknown, the differential flow constrains the shape of an
object through an invariant relating surface depth to image
derivatives. The form of the invariant depends on the camera
projection and the complexity of the illumination. For ortho-
graphic projections, three differential motions suffice and the
invariant is a quasilinear partial differential equation (PDE).
For perspective projections, surface depth may be directly
recovered from four differential motions, with an additional
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2

linear PDE constraining the surface normal. The involved
PDEs are homogeneous for simple illuminations, but inho-
mogeneous for complex lighting. Besides characterizing the
invariants, in each case, surface reconstruction may be per-
formed.

Advantages of the preferred embodiment may include one
or more of the following. The system can recover shape from
motion under conditions of general, unknown BRDF and
illumination. So, the methods are the first of their kind that
can handle shape reconstruction under challenging imaging
conditions. Further, prior methods simplify the problem with
physically incorrect assumptions like brightness constancy or
diffuse reflectance. In contrast to conventional method, we
correctly account for reflectance behavior as an unknown
BRDYF, relate it to image intensities and demonstrate that it is
still possible to recover the shape. By correctly accounting for
the BRDF, we improve the accuracy of shape reconstruction.
The system can handle both orthographic and perspective
camera projections, with arbitrary unknown distant lighting
(directional or area).

BRIEF DESCRIPTION OF THE FIGURES

FIG. 1 shows an exemplary process on a generalized ver-
sion of an optical flow relation that flexibly handles a number
of parametric bidirectional reflectance distribution function
(BRDF) and solutions to recover surface depth.

FIG. 2 shows more details from FIG. 1 of a process to
handle differential stereo relations.

FIG. 3 shows an exemplary process for determining rank-
deficient relations across image sequences.

FIG. 4 shows an exemplary process with depth-normal
BRDF relation.

FIG. 5 shows more details from FIG. 1 of a process to
handle depth from collocated lighting and an orthographic
camera.

FIG. 6 shows more details from FIG. 1 of a process to
handle depth from collocated lighting and a perspective cam-
era.

FIG. 7 shows more details from FIG. 1 of a process to
handle depth from unknown but directional lighting and an
orthographic camera.

FIG. 8 shows more details from FIG. 1 of a process to
handle depth from unknown directional lighting and a per-
spective camera.

FIG. 9 shows more details from FIG. 1 of a process to
handle depth from unknown arbitrary lighting and an ortho-
graphic camera.

FIG. 10 shows more details from FIG. 1 of a process to
handle depth from unknown arbitrary lighting and a perspec-
tive camera.

FIG. 11 shows an exemplary computer to run processes of
FIGS. 1-10.

DESCRIPTION

The present system solves the fundamental computer
vision problem of determining shape from the (small or dif-
ferential) motion of an object with unknown isotropic reflec-
tance, under unknown distant illumination. The system works
with a fixed camera, without restrictive assumptions like
brightness constancy, Lambertian BRDF or a known direc-
tional light source. Under orthographic projection, three dif-
ferential motions suffice to yield an invariant that relates
shape to image derivatives, regardless of BRDF and illumi-
nation. Further, we delineate the topological classes up to
which reconstruction may be achieved using the invariant.
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Under perspective projection, four differential motions suf-
fice to yield depth and a linear constraint on the surface
gradient, with unknown BRDF and lighting. The invariants
are homogeneous partial differential equations for simple
lighting, and inhomogeneous for more complex lighting. The
system uses a stratification of shape recovery, related to the
number of differential motions required, generalizing earlier
work with Lambertian BRDFs. The reconstruction methods
are validated on synthetic and real data.

FIGS. 1-10 show an exemplary process (100) providing for
a generalized version of an optical flow relation that flexibly
handles a number of parametric BRDFs and solutions to
recover surface depth. In contrast, the system of FIG. 1
derives the relation for general BRDFs and relates it to the
surface depth. FIG. 1 shows a top level view of major modules
101-602, while FIGS. 2-10 provide more details on each
module.

Turning now to FIG. 1, the method includes amodule (101)
to observe a rank deficiency in relation across different
images. This rank deficiency can be exploited to recover
depth, as explained in following sections. The method also
includes a module (102) that directly uses a relationship
between the depths, normal and BRDF to derive constraints
onsurface depth. This is valid for arbitrary, unknown lighting.

FIG. 1 also includes module (200) where the rank defi-
ciency in module (101) can be used to estimate depth for
lighting colocated with the camera. An isotropic BRDF in this
case depends only on the magnitude of the gradient. Module
(201) handles the case where the camera model is ortho-
graphic. Then, using 2 or more differential pairs of images,
the system may eliminate BRDF terms to derive a homoge-
neous quasilinear PDE in surface depth. This PDE can be
solved to recover level curves of the surface using a method of
characteristics. The level curves are interpolated to recover
dense depth. Module (202) handles the case where the camera
model is perspective. Then, using 3 or more differential pairs
of images, we may eliminate BRDF terms to extract two
equations. The first directly yields the surface depth, while the
second is a homogeneous quasilinear PDE in surface depth.
Since depth is known from the first equation, the second
equation may now be treated as a constraint on the surface
normal.

Module (300) applies the rank deficiency in module (101)
to estimate depth for an unknown directional point light
source. It is assumed that the object is moving under a fixed
camera and light source. An isotropic BRDF in this case
depends on the two angles between the (surface normal, light)
and (surface normal, camera). Module (301) handles the case
where the camera model is orthographic. Then, we show that
using 3 or more differential pairs of images, we may eliminate
BRDF terms to derive an inhomogeneous quasilinear PDE in
surface depth. This PDE can be solved to recover level curves
of the surface using a method of characteristics. The level
curves are interpolated to recover dense depth. In module
(302), the camera model is perspective. Then, using 4 or more
differential pairs of images, we may eliminate BRDF terms to
extract two equations. The first directly yields the surface
depth, while the second is an inhomogeneous quasilinear
PDE in surface depth. Since depth is known from the first
equation, the second equation may now be treated as a con-
straint on the surface normal.

Module (400) handles an area light source, where a diffuse
BRDF is a quadratic function of the surface normal. The
differential stereo relation now becomes a nonlinear PDE in
surface depth, which may be solved using nonlinear optimi-
zation methods.

40

45

4

In module (500), with a depth sensor and RGB camera
input, the differential stereo relation is a decoupled expres-
sion in the depth and surface normal. This decoupling can be
exploited to design more efficient optimization algorithms
(such as alternating minimization).

In module (601), the camera model is orthographic. Then,
using 3 or more differential pairs of images, we may use
module (102) to eliminate BRDF terms to derive an inhomo-
geneous quasilinear PDE in surface depth. This PDE can be
solved to recover level curves of the surface using a method of
characteristics. The level curves are interpolated to recover
dense depth. Module (602) handles the situation where the
camera model is perspective. Then, using 4 or more differen-
tial pairs of images, we may use module (102) to eliminate
BRDF terms to extract two equations. The first directly yields
the surface depth, while the second is a linear constraint on the
surface gradient. The two constraints may be combined to
yield a highly sparse linear system, which can be solved
efficiently to recover the surface depth.

The system of FIG. 1 achieves high performance by:

(a) instead of assuming brightness constancy or Lambertian
reflectance, we model the correct dependence of surface
reflectance on surface normal, lighting and viewing direc-
tions

(b) we recognize a rank deficiency in the differential stereo
relations and recognize that it can be used to eliminate
BRDF and lighting dependence

(c) we recognize a relationship in the depth-normal-BRDF
relationship, which can be used to eliminate BRDF and
dependence on arbitrary unknown lighting

(d) we manage to eliminate the BRDF and lighting, so we can
handle objects that reflect light in complex ways, without
need to calibrate the lighting

(e) we derive our BRDF-invariant expressions in the form of
quasilinear PDEs, which can be conveniently solved with
predictable solution properties (initial conditions, accu-
racy and convergence behavior)

(f) we derive linear constraints on depth and gradient, which
can be solved efficiently as a sparse linear system to yield
surface depth with unknown BRDSF and arbitrary
unknown illumination.

In one implementation, we first derive a general relation that

relates spatial and temporal image derivatives to BRDF

derivatives. Directly using the relation for shape recovery is
not possible due to a rank deficiency.

We exploit the form of the relationship to derive the following

for arbitrary unknown lighting:

(1) For orthographic projections, we derive a first-order
quasilinear partial differential equation (PDE) which can be
solved for surface depth using a method of characteristics.

(i1) For perspective projections, we show that it is possible
to directly estimate depth from image derivatives in four or
more images.

(iii) For perspective images, we derive an additional con-
straint on the surface gradient.

(iv) We demonstrate that the depth and gradient constraints
may be combined to yield an efficient solution for surface
depth as a sparse linear system.

We exploit the rank deficiency in (a) to derive solutions for

several camera and lighting conditions:

(1) For orthographic projections, we derive a first-order
quasilinear partial differential equation (PDE) which can be
solved for surface depth using a method of characteristics.

(i) For perspective projections, we show that depth may be
directly recovered by exploiting the rank deficiency, along
with an additional PDE that constrains the surface normal.
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(iii) For colocated lighting, we show that two differential
pairs suffice for recovering shape.

(iv) For general directional lighting, we show that three
differential pairs suffice for recovering shape, without requir-
ing knowledge of lighting.

(v) When we have additional depth sensor input, our
method can be used to obtain depth input with surface normal
information, thereby improving accuracy.

Next, one of our exemplary set ups is discussed. The cam-
era and lighting in our setup are fixed, while the object moves.
The object BRDF is assumed isotropic and homogeneous (or
having slow spatial variation), with an unknown functional
form. The distant illumination may be directional or environ-
ment. Interreflections and shadows are assumed negligible.
Let the focal length of the camera be f. The principal point on
the image plane is defined as the origin of the 3D coordinate
system, with the camera center at (0,0,-f)”. Denoting f=f"",
a 3D point x=(x, y, z)” is imaged at u=(u, v)’, where

u=x/(1+pz),v=y/(1+pz). (€8]

Differential motion is detailed next. Using the projection
equations in (1), the motion field is given by

[-l)-m7

Consider a small rotation R; I+ w],. and translation t=(t,, T,,
T,)%, where [w], is the skew-symmetric matrix of m=(w,, w,,
®,)7. Then, x=wxx+t for a point x on the object. In the
perspective case, the motion field is

@

X — Pug
y—ﬁvz}'

ap +waz
.
1+pz

©)

4 —wlz)T

p=fon+ T+ 5

3

where o, =w,puP-w,fuv-n,v, ca,=T,—puts, o;=—w,fv+
w,pfuv+m;u and o, =t,—pvt;. Under orthography, §—0, thus,
the motion field is

p=(0s+0,2,06-0,2) 7,

*
where o,=T,-m;v and c.;=T,+w,u.

Differential flow relation is now discussed. Assuming iso-
tropic BRDF p, the image intensity of a 3D point x, imaged at
pixel u, is

®

where o is the albedo and n is the surface normal at the point.
The cosine fall-off is absorbed within p. The BRDF p is
usually written as a function of incident and outgoing direc-
tions, but for fixed lighting and view, can be seen as a function
of'surface position and orientation. This is a reasonable image
formation model that subsumes traditional ones like Lamber-
tian and allows general isotropic BRDFs modulated by spa-
tially varying albedo. Note that we do not make any assump-
tions on the functional form of p, in fact, our theory will
derive invariants that eliminate it.

Considering the total derivative on both sides of (5), using
the chain rule, we have

I(u0)=0(x)p(n.x),

Ctoar—ad do ©)
Wt + LV + r—U'EP(ﬂ,X)+pE.
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Since o is intrinsically defined on the surface coordinates, its
total derivative vanishes (for a rigorous derivation, please
refer to Appendix 9). Noting that u=(11, )7 is the motion field,
the above can be rewritten as

(V.0 url=o|(V,p) (oxn)+(V,p)Tv), M
where v is the linear velocity and we use n=wxn. Since
lighting is distant and BRDF homogeneous (or with slow
spatial variation), V_p is negligible. Moreover, using standard
vector identities, (V, p)(wxn)=(nxV p) w. Denoting E=log
1, we note that the albedo can be easily eliminated by dividing
out I(u,t), to yield the differential flow relation:

(V) WrE~nxV, log p) . ®

The differential flow relation in (7) and (42) is a strict
generalization of the brightness constancy relation used by
the vast majority of prior works on optical flow. Indeed, with
aconstant BRDF p=1, the RHS in (7) or (42) vanishes, which
is precisely the brightness constancy assumption. However,
note that p=1 is physically unrealistic—even the most basic
Lambertian assumption is p(n)=n’s, in which case (42)
reduces to a well-known relation:

®

(n Xs)Tw

T -
(VB 4 By = —

Inthe following, we explore the extent to which the motion
field p and object shape may be recovered using (42), under
both orthographic and perspective image formation. Pre-
cisely, we show that it is possible to eliminate all BRDF and
lighting effects in an image sequence, leaving a simple rela-
tionship between image derivatives, surface depths and nor-
mals.

Orthographic Projection is now discussed. We consider
recovery of the shape of an object with unknown BRDF, using
a sequence of differential motions. Under orthography, the
motion field p is given by (47). Denoting m==nxV,, log p, one
may rewrite (42) as

pr+g=wTm, (10)

where, using (47), p and q are known entities given by

P=0,E,~0E, (11)

G=0sE, +0E AE,

Rank-Deficiency in an Image Sequence is discussed next.
For m=3, consider a sequence of m+1 images, E,, ..., E,,
where E, is related to B, by a known differential motion {w’,
T'}. We assume that the object undergoes general motion, that
is, the set of vectors w’,i=1, ..., m, span R>. Then, from (10),
we have a set of relations

(12)

prrg=mtoli=1,. .. m.

(13)

Note that p’, ¢’ and o' are known from the images and cali-
bration, while surface depth z and the entity = related to
normals and BRDF are unknown. It might appear at a glance
that using the above m relations in (13), one may set up a
linear system whose each row is given by [p’,~o,",~w,’,~®5’]
7 1o solve for both z and  at every pixel. However, note the
form of p’=E, ,'~E, ,’, which means that the first column in
the involved mx4 linear system is a linear combination of the
other three columns. Thus, the linear system is rank deficient
(rank 3 in the general case when the set of vectors {w'},
i=1, ..., m, span R?), whereby we have:
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BRDF-Invariant Constraints on Surface

While one may not use (10) directly to obtain depth, we
may still exploit the rank deficiency to infer information
about the surface depth. For an object with unknown BRDF,
observed under unknown lighting and orthographic camera,
three differential motions suffice to yield a BRDF and light-
ing invariant relation between image derivatives and surface
geometry. We have the parameterized solution

(") =-B"q+k(1,-E,.E,;0)", 14

where B* is the Moore-Penrose pseudoinverse of B and k an
arbitrary scalar. Define y=—B*q and y'=(y,, Y5, Y,)"- Then, we
have the following two relations

z=Y,+k 15)

n=y'+k(-E,, E,,0)". (16)

From the definition of 7, we have n’=0. Substituting from
the above two relations (with k=z—y,), we get

(Mdoz)n +(hathaz)ny—Yan3=0, 17

where A, =—(y,+v,E ), A,=E , A;=—y;+y,E, and A,=E . Not-
ing that n,/n;=-7, and n,/n,=-z,, we may rewrite (17) as

(MAD)z, (M3t hgz)z,y4=0,

which is independent of BRDF and lighting.

Thus, we may directly relate surface depth and gradient to
image intensity, even for unknown BRDF and illumination.
This is a fundamental constraint that relates object shape to
motion, regardless of choice of reconstruction method.

Surface Depth Estimation is discussed next. We consider
the precise extent to which surface depth may be recovered
using Proposition 2. We first consider the simpler case of a
colocated source and sensor, where an isotropic BRDF is
given by p(n”s), for an unknown function p. For our choice of
coordinate system, s=(0,0,-1)7. Recall that n=nxV,, log p. It
is easily verified that 7t,=0, thus, v,=0 using (14). The relation
in (18) now becomes

18)

2/2, 7= (gt g2 0y +hz) (19)

wheretheA |, 1=1,..., 4 are defined as before. Now, we are in
a position to state the following result:

Two or more differential motions of a surface with
unknown BRDF, with a colocated source and sensor, yield
level curves of surface depth, corresponding to known depths
of some (possibly isolated) points on the surface. Define
a=(h+h,Z, A3 +h,2)7. Then, from (19),

a’vz=0. (20)

Since Vz is orthogonal to the level curves of z, the tangent
space to the level curves of z is defined by a. Consider a
rectifiable curve C(x(s), y(s)) parameterized by the arc length
parameter s. The derivative of z along C is given by

dz dzdx Jdzdy
s " oxds dyds

@D

If C is a level curve of z(x, y), then dz/ds=0 on C. Define
t=(dx/ds, dy/ds). Then, we also have

1Vz=0. (22)
From (20) and (22), it follows that a and t are parallel. Thus,
t,/t,=a,/a,, whereby we get

dyldx=(hy+haz) O +h02). 23)
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Along a level curve z(x, y)=c, the solution is given by

7=c, (24)
dy B A3 + A4C
dx A +Mc”

Given the value of z at any point, the ODE (24) determines all
other points on the surface with the same value of z.

Thus, (19) allows reconstruction of level curves of the
surface, with unknown BRDF, under colocated illumination.
Note that (19) is a first-order, homogeneous, quasilinear par-
tial differential equation (PDE). Similarly, we may interpret
(18)asa PDE in z(X, y), in particular, it is an inhomogeneous,
first-order, quasilinear PDE. This immediately suggests the
following surface reconstructibility result in the general case:

Three or more differential motions of a surface with
unknown BRDF, under unknown illumination, yield charac-
teristic surface curves C(x(s), y(s), z(s)), defined by

1 dx 1 dy -ldz
AN +Azds A+hzds

@5

Ve ds

corresponding to depths at some (possibly isolated) points.

Surface Reconstruction

Given depth z, at point (x,, y,,)*, for a small step size ds, the
relations (24) or (25) yield (dx,dy,dz)”, such that (x,+dx,
yo+dy)” lies on the characteristic curves of (18) through (x,,
yo)5, with depth z,+dz. The process is repeated until the entire
characteristic curve is estimated.

Note that dz is zero for the colocated case since character-
istic curves correspond to level curves of depth, while it is in
general non-zero for the non-colocated case. In practice, ini-
tial depths 7, may be obtained from feature correspondences,
or the occluding contour in the non-colocated case.

Perspective Projection

In this section, we relax the assumption of orthography.
Surprisingly, we obtain even stronger results in the perspec-
tive case, showing that with four or more differential motions
with unknown BRDF, we can directly recover surface depth,
as well as a linear constraint on the derivatives of the depth.
Strictly speaking, our theory is an approximation in the per-
spective case, since viewing direction may vary over object
dimensions, thus, V_p may be non-zero in (7). However, we
illustrate in this section that accounting for finite focal length
has benefits, as long as the basic assumption is satisfied that
object dimensions are small compared to camera and source
distance (which ensures that V., p is negligibly small).

Differential Flow Relation

In the perspective case, one may rewrite (42) as (compare
to the linear relation in (10) for the orthographic case),

- (26)

where p'=E,m,-E, o, ¢=a,E +o;E +E, and r'=o,E +o,E,
are known entities, using (3).

Now, one may derive a theory similar to the orthographic
case by treating z/(1+fz), 1/(1+pz) and = as independent
variables and using the rank deficiency (note the form of p")
arising from a sequence of m=4 differential motions. We
leave the derivations as an exercise for the reader, but note that
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most of the observations in the preceding section for the
orthographic case hold true in the perspective case too, albeit
with the requirement of one additional image.

Instead, in the following, we take a closer look at the
perspective equations for differential flow, to show that they
yield a more comprehensive solution for surface geometry.

BRDF-Invariant Depth Estimation

We demonstrate that under perspective projection, object
motion can completely specify the surface depth, without any
initial information:

Four or more differential motions of a surface with
unknown BRDF, under unknown illumination, suffice to
yield under perspective projection:

the surface depth

a linear constraint on the derivatives of surface depth.

For m=4, letimages E,, . . ., E,, berelated to E, by known
differential motions {w’, 7'}, where o’ span R>. From (26), we
have a sequence of differential flow relations

(0 *+Pg 2= ((1+p2Im) 0+ (g “+r)=0, @n
fori=1,...,m.Letc'=[p"+pq", —o,’, —w,’, —,’]  be the rows
ofthe mx4 matrix C=[c', ..., c™". Letq=[q", ..., q"]  and
r=[r', ..., r"%. Then, we may rewrite the system (27) as

d @ } L, 28

(1 + foym ==+
which yields the solution
29

Z + ’ s
(Hﬁz)n]z_c @+

where C* is the Moore-Penrose pseudoinverse of C. Define
=—C*(q'+r') and €'—(e,, €3, €,)”. Then, we have

z=¢,,(1+pz)m=¢€" 30)

By definition, m=nxV,, log p, thus, n“x=0. We now have two
separate relations for depths and normals:

G

=€,

nle=0. (32)

Thus, in the perspective case, one may directly use (31) to
recover the surface depth. Further, noting that n,/n;=-z_and
n,/n;=-z,, we may rewrite (32) as

€37,+€37,~€,=0, (33)

which is a linear constraint on surface depth derivatives.

Again, in the simpler case of colocated illumination, we
observe that €,=0, thus, the minimal imaging requirement is
three motions. Further, from (32), the ratio —e,/e; yields the
slope of the gradient, leading to:

Three or more differential motions of a surface with
unknown BRDF, under unknown illumination, suffice to
yield under perspective projection the surface depth and the
slope of the gradient. Even when BRDF and illumination are
unknown, one may derive an invariant that relates shape to
object motion, through a linear relation and a linear PDE on
the surface depth. Again, we note that this is a fundamental
constraint, independent of any particular reconstruction
approach.

Surface Reconstruction is detailed next. Under perspective
projection, one may directly recover the surface depth using
(31). An object with unknown BRDF is imaged with perspec-
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tive projection under unknown illumination after undergoing
four arbitrary differential motions. No prior knowledge of the
surface is required in the perspective case, even at isolated
points. Combining Depth and Normal Information can be
done by solving the following linear system that combines the
two constraints (31) and (33) on depths and gradients:

min (g — £1)% + A(E22, + £32, — £4)°, G4

2%y

where A is a relative weighting term. Standard discretization
schemes may be used to represent z,_ and z,. Then, the above
is a highly sparse linear system in the depths z, which may be
solved using a linear least squares solver. Incorporating gra-
dient constraints has the effect of regularizing the depth esti-
mation by introducing neighborhood information, which may
be advantageous in noisy scenarios.

Stratification of Shape from Motion is discussed next. For
the Lambertian BRDF, under known directional lighting,
shape and image derivatives may be related by a quasilinear
PDE. They use special considerations of the two-view setup
to arrive at the result. In the context of our theory, under a
directional light source s=(s,, s,, 1)7/Vs,%+s,°+1, we have
p(n)=n”s. Then, we may rewrite the basic relation in (42) as
(9). For the orthographic case, using (11) and (12), we may
again rewrite (9) as:

Az +Ayzy + Ay (35)

pi+q= >
—S1Z% = $2Zy +1

with known scalars A =m,-;8,, Ay=m;+w5s; and A;=—
,8,+m,s,. Note that (35) is a quasilinear PDE. It may be
verified that the perspective case can also be written as a
quasilinear PDE:

(P +Pg)z+ (g +1) _ Az +dyzy+dy 36)

1+ 8z - —S1%e —S2Zy +1

In particular, the framework of this paper can also handle
general BRDFs, unknown directional or area lighting and
various camera projections.

The system analyzes motion which reveals the shape, with
unknown isotropic BRDF and arbitrary, unknown distant illu-
mination, for orthographic and perspective projections. We
derive differential flow invariants that relate image deriva-
tives to shape and exactly characterize the object geometry
that can be recovered. This work generalizes traditional
notions of brightness constancy or Lambertian BRDFs in the
optical flow and multiview stereo literatures. Our results are
not just valid for a particular approach to reconstruction,
rather they impose fundamental limits on the hardness of
surface reconstruction. In the process, we also present a strati-
fication of shape from motion that relates hardness of recon-
struction to scene complexity—qualitatively in terms of the
nature of the involved PDE and quantitatively in terms of the
minimum number of required motions.

Many of the relations, such as (19), (35) and (36) may be
expressed in the form f(z)=g(n). With the availability of depth
sensors, it becomes possible to measure f(z), making the
optimization problem to solve for only n easier. The accuracy
and convergence of alternating minimization approaches can
be used to simultaneously estimate depth and normals.
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The invention may be implemented in hardware, firmware
or software, or a combination of the three. Preferably the
invention is implemented in a computer program executed on
a programmable computer having a processor, a data storage
system, volatile and non-volatile memory and/or storage ele-
ments, at least one input device and at least one output device.

By way of example, a block diagram of a computer to
support the system is discussed next. The computer prefer-
ably includes a processor, random access memory (RAM), a
program memory (preferably a writable read-only memory
(ROM) such as a flash ROM) and an input/output (I/O) con-
troller coupled by a CPU bus. The computer may optionally
include a hard drive controller which is coupled to a hard disk
and CPU bus. Hard disk may be used for storing application
programs, such as the present invention, and data. Alterna-
tively, application programs may be stored in RAM or ROM.
1/O controller is coupled by means of an I/O bus to an [/O
interface. I/O interface receives and transmits data in analog
or digital form over communication links such as a serial link,
local area network, wireless link, and parallel link. Option-
ally, a display, a keyboard and a pointing device (mouse) may
also be connected to 1/O bus. Alternatively, separate connec-
tions (separate buses) may be used for 1/O interface, display,
keyboard and pointing device. Programmable processing sys-
tem may be preprogrammed or it may be programmed (and
reprogrammed) by downloading a program from another
source (e.g., a floppy disk, CD-ROM, or another computer).

Each computer program is tangibly stored in a machine-
readable storage media or device (e.g., program memory or
magnetic disk) readable by a general or special purpose pro-
grammable computer, for configuring and controlling opera-
tion of a computer when the storage media or device is read by
the computer to perform the procedures described herein. The
inventive system may also be considered to be embodied in a
computer-readable storage medium, configured with a com-
puter program, where the storage medium so configured
causes a computer to operate in a specific and predefined
manner to perform the functions described herein.

The invention has been described herein in considerable
detail in order to comply with the patent Statutes and to
provide those skilled in the art with the information needed to
apply the novel principles and to construct and use such
specialized components as are required. However, it is to be
understood that the invention can be carried out by specifi-
cally different equipment and devices, and that various modi-
fications, both as to the equipment details and operating pro-
cedures, can be accomplished without departing from the
scope of the invention itself.

What is claimed is:

1. A method for determining three dimensional (3D) shape,
comprising:

capturing with a camera a plurality of images of an object

in motion;

deriving a general relation that relates spatial and temporal
image derivatives to bidirectional reflectance distribution
function (BRDF) derivatives;
with isotropic BRDF p, determining image intensity [ ofa 3D
point X, imaged at pixel u, as

I(u0)=0(x)p(n.x),

where o is the albedo and n is the surface normal at the point
and cosine fall-off is absorbed within p and relating [ to depth
and gradient;

exploiting rank deficiency to eliminate BRDF terms and
recover depth or normal for directional lighting; and
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using depth-normal-BRDF relation to recover depth or
normal for unknown arbitrary lightings; and
determining the 3D shape from the motion.

2. The method of claim 1, comprising applying rank defi-
ciency to estimate depth for lighting colocated with the cam-
era.

3. The method of claim 2, comprising:

using two or more differential pairs of images to eliminate

BRDF terms and derive a homogeneous quasilinear
PDE in surface depth;

solving the PDE recover level curves of a surface; and

interpolating the level curves to recover dense depth.

4. The method of claim 2, comprising:

using three or more differential pairs of images to eliminate

BRDF terms to extract a first equation that directly
yields the surface depth and a second equation that rep-
resents a homogeneous quasilinear PDE in surface
depth.

5. The method of claim 1, comprising applying rank defi-
ciency in to estimate depth for an unknown directional point
light source.

6. The method of claim 5, comprising

using three or more differential pairs of images to eliminate

BRDF terms and derive a homogeneous quasilinear
PDE in surface depth;

solving the PDE recover level curves of a surface; and

interpolating the level curves to recover dense depth.
7. The method of claim 5, comprising using 4 or more
differential pairs of images, we may eliminate BRDF terms to
extract two equations. The first directly yields the surface
depth, while the second is an inhomogeneous quasilinear
PDE in surface depth.
8. The method of claim 1, comprising detecting an area
light source with a diffuse BRDF as a quadratic function of
the surface normal, wherein a differential stereo relation is a
nonlinear PDE in surface depth to be solved using a nonlinear
optimization method.
9. The method of claim 1, comprising receiving additional
depth data with surface normal information from a depth
sensor to enhance accuracy.
10. The method of claim 1, comprising applying rank defi-
ciency in to estimate depth for an unknown arbitrary point
light source.
11. The method of claim 10, comprising
using three or more differential pairs of images to eliminate
BRDF terms to derive an inhomogeneous quasilinear
PDE in surface depth;

solving the PDE to recover level curves of the surface using
a method of characteristics; and

interpolating the level curves to recover dense depth.

12. The method of claim 10, comprising using four or more
differential pairs of images to eliminate BRDF terms to deter-
mine a surface depth constraint and a linear constraint on the
surface gradient, and combining the constraints to yield a
sparse linear system to recover a surface depth.

13. The method of claim 1, comprising modeling a depen-
dence of surface reflectance on surface normal, lighting and
viewing directions.

14. The method of claim 1, comprising detecting a rank
deficiency in differential stereo relations and applying the
rank deficiency to eliminate BRDF and lighting dependence.

15. The method of claim 1, comprising determining a rela-
tionship in a depth-normal-BRDF relationship to eliminate
BRDF and dependence on arbitrary unknown lighting.

16. The method of claim 1, comprising eliminating BRDF
and a lighting to handle objects that reflects without calibrat-
ing the lighting.
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17. The method of claim 1, comprising deriving a BRDF-
invariant expressions as quasilinear PDEs, and solving the
PDEs.

18. The method of claim 1, comprising deriving linear
constraints on depth and gradient and solving the linear con-
straints as a sparse linear system to yield surface depth with
unknown BRDF and arbitrary unknown illumination.

19. The method of claim 1, for depth from collocated
lighting with an orthographic camera, comprising

recovering level curves; and

interpreting the level curves to recover dense depth.

20. The method of claim 1, for depth from collocated
lighting with an orthographic camera, comprising:

discretizing a quasilinear PDE; and

determining depth as a non-linear optimization problem.
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